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Abstract In this paper, we are concerned with the boundary stabilization of a one-
dimensional tip-force destabilized shear beam equation subject to boundary control matched
disturbance. We use the sliding mode control (SMC) to deal with the disturbance. By the
SMC approach, the disturbance is supposed to be bounded only. The existence and unique-
ness of the solution for the closed-loop system is proved and the “reaching condition” is
obtained.
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1 Introduction

In this paper, we are concerned with boundary stabilization of a model of the undamped
shear beam [1] with a destabilizing boundary condition. It consists of a wave equation
coupled with a second order in space ordinary differential equation (ODE) or can be alterna-
tively represented as a fourth order in space/second order in time partial differential equation
(PDE). This makes it more complex than the Euler-Bernoulli model, similar in structure
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to the Rayleigh beam model [1, 2]. The destabilizing boundary condition is motivated by
the physics of the atomic force microscopy (AFM), where the tip of the cantilever beam
is destabilized by van der Waals forces acting between the tip and the material surface, we
refer [3] for engineering interpretation of the beam equations.

There are many works contributed to the stabilization of beam equation. The examples
can be found in [4–9] and the references therein. However, most of the control design for
the beam equation are collocated control based on the passive principle and do not take the
disturbance into account. The earlier non-collocated control design for the beam equation
is [10]. Recently, a powerful backstepping method is introduced to stabilize the shear beam
equation via completely non-collocated control [8]. Once again, the external disturbance is
not considered in these works.

When the external disturbance enter the system from the boundary or the internal of the
spatial domain, the new approach is needed to deal with the uncertainties. There are several
different methods to deal with the uncertainties in system control. The sliding mode control
(SMC) that is inherently robust is the most popular one that has been studied widely for both
finite-dimensional systems and the infinite-dimensional counterparts. Recently, a boundary
SMC controller for a one-dimensional heat, wave, Euler-Bernoulli beam, and Schrödinger
equation with boundary input disturbance is designed in [11–14]. Another powerful method
in dealing with the disturbance is the active disturbance rejection control (ADRC) method.
The ADRC, as an unconventional design strategy, was first proposed by Han in the 1990s
([15]). It has been now acknowledged to be an effective control strategy for lumped param-
eter systems in the absence of proper models and in the presence of model uncertainty. The
numerous applications have been carried out in the last decade (see e.g., [16]). Its conver-
gence has been proved for lumped parameter systems in [17]. Other methods in dealing with
uncertainty includes the Lyapunov function-based method, see [18, 19] and the references
therein.

Motivated mainly by [13] and [9], we are concerned with, in this paper, the stabilization
of a one-dimensional shear beam equation which is suffered from the unknown external
disturbance on the input boundary by the SMC approach.

The system that we are concerned with is governed by the following PDEs:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

utt (x, t) = uxx(x, t) − αx(x, t),

ux(0, t) = α(0, t) − qut (0, t),
ux(1, t) = U1(t) + d(t),

αxx(x, t) − b2α(x, t) + b2ux(x, t) = 0,
αx(0, t) = 0,
α(1, t) = U2(t)

(1.1)

The state u(x, t) represents the transversal displacement of the beam at time t and position
x, and α is the angle due to bending. q > 0 is a constant number, U1(t) and U2(t) are the
two control input through shear force, d(t) is supposed to be bounded measurable (that is ,
|d(t)| ≤ M , for some M > 0 and all t > 0), which is the external disturbance at the control
end.

The rest of the paper is organized as follows. Section 2 is devoted to the disturbance
rejection by the SMC approach. The sliding mode control is designed and the exis-
tence and uniqueness of solution of the closed-loop system are proved. The finite time
“reaching condition” is presented rigorously. Some concluding remarks are presented in
Section 3.
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2 Sliding Mode Control Approach

In order to proceed with the control design, we first need to write the model (1.1) in yet
another form. To this end, we solve the ODE part of Eq. 1.1 as a two-point boundary value
problem for α with boundary condition αx(0, t) = 0.

α(x, t) = cosh(bx)α(0, t) − b

∫ x

0
sinh(b(x − s))ux(s, t)ds. (2.1)

Setting x = 1 in Eq. 2.1 and using the boundary condition α(1, t) = U2(t), we can
express α(0, t) in terms of u and U2:

α(0, t) = 1

cosh(b)
U2(t) + b

cosh(b)

∫ 1

0
sinh(b(1 − s))ux(s, t)ds (2.2)

Next, we differentiate Eq. 2.1 in x and substitute the result into the first equation of
Eq. 1.1. This way, instead of a wave equation coupled with a second-order ODE, we obtain
a single hyperbolic partial integro-differential equation for u:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

utt (x, t) = uxx(x, t) − b2 cosh(bx)u(0, t)+b3
∫ x

0
sinh(b(x − y))u(y, t)dy+b2u(x, t)

−b sinh(bx)

cosh(b)

[

U2(t) + b

∫ 1

0
sinh(b(1 − s))ux(s, t)ds

]

,

ux(0, t) = b sinh(bx)

cosh(b)

[

U2(t) + b

∫ 1

0
sinh(b(1 − s))ux(s, t)ds

]

− qut (0, t),

ux(1, t) = U1(t) + d(t).

(2.3)
Since the backstepping control design [12] needs the PDE to be in a strict-feedback form (in
other words, its right-hand side must be causal in x), we are going to use the control U2(t)

to cancel the definite integral both in the domain and in the boundary condition:

U2(t) = −b

∫ 1

0
sinh(b(1 − s))ux(s, t)ds (2.4)

We get the following PDE:

⎧
⎪⎪⎨

⎪⎪⎩

utt (x, t) = uxx(x, t) + b2u(x, t)−b2 cosh(bx)u(0, t)+b3
∫ x

0
sinh(b(x−y))u(y, t)dy,

ux(0, t) = −qut (0, t),
ux(1, t) = U1(t) + d(t).

(2.5)
We consider system (2.5) in the state space H = H 1(0, 1) × L2(0, 1). We introduce a
transformation

w(x, t) = u(x, t) −
∫ x

0
k(x, y)u(y, t)dy −

∫ x

0
s(x, y)ut (y, t)dy (2.6)
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to map (2.5) into the following system:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

wtt (x, t) = wxx(x, t),

wx(0, t) = c0wt(0, t),

wx(1, t) = U1(t) + d(t) + b2

2
u(1, t) −

∫ 1

0
kx(1, y)u(y, t)dy,

−s(1, 1)ut (1, t) −
∫ 1

0
sx(1, y)ut (y, t)dy

(2.7)

where c0 > 0 is a design parameter. Note the crucial difference between the second equa-
tions of Eqs. 2.5 and 2.7, the destabilizing negative sign in the former and the stabilizing
positive sign in the latter. The gain kernels k(x, y) and s(x, y) are given by the following
PDEs:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

kxx(x, y) = kyy(x, y) + b2k(x, y) − b3 sinh(b(x − y))

+b3
∫ x

y

k(x, ξ) sinh(b(ξ − y))dξ,

k(x, x) = −b2

2
x,

ky(x, 0) = −b2
[

cosh(bx) −
∫ x

0
k(x, y) cosh(by)dy

]

,

(2.8)

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

sxx(x, y) = syy(x, y) + b2s(x, y) + b3
∫ x

y

s(x, ξ) sinh(b(ξ − y))dξ,

s(x, x) = −b2

2
x − c0 − q,

sy(x, 0) = b2
∫ x

0
s(x, y) cosh(by)dy − qk(x, 0),

(2.9)

which is obtained by substituting Eqs. 2.6 into 2.7 and matching the terms. Incidentally,
this equation for k(x, y) and s(x, y) are in the same class as the one obtained in the control
design for parabolic PDEs [20]. As shown in [20], the PDE Eqs. 2.8 and 2.9 have unique
solution k(x, y) ∈ C2(�) and s(x, y) ∈ C2(�).

It can be solved either numerically or by using the following symbolic recursion:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

k(x, y) = limn→∞ kn(x, y),

k0(x, y) = −b

2
[− sinh(b(x − y)) + by cosh(b(x − y))],

kn+1(x, y) = k0 + b2
∫ x+y

2

x−y
2

∫ x−y
2

0
kn(σ + s, σ − s)dsdσ + q

∫ x−y

0
kn(σ, 0)dσ

+b2
∫ x−y

2

0

∫ σ

0
[2kn(σ + s, σ − s) − kn(σ, s) cosh(bs)]dsdσ

+b3
∫ x+y

2

x−y
2

∫ x−y
2

0

∫ σ+s

σ−s

kn(σ + s, ξ) sinh(b(ξ − σ + s))dξdsdσ,

+2b3
∫ x−y

2

0

∫ σ

0

∫ σ+s

σ−s

kn(σ + s, ξ) sinh(b(ξ − σ + s))dξdsdσ

(2.10)
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The first step of this recursion provides approximate control gain kernels, which are explicit:
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

k0(1, y) = −b

2
[− sinh(b(1 − y)) + by cosh(b(1 − y))],

k0x(1, y) = −b

2
[− cosh(b(1 − y)) + by sinh(b(1 − y))],

k0(1, 1) = k(1, 1) = −b2

2
.

(2.11)

It can be also solved either numerically or by using the following symbolic recursion :
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

s(x, y) = limn→∞ sn(x, y),

s0(x, y) = −b

2
[− sinh(b(x − y)) + by cosh(b(x − y))] − c0 − q,

sn+1(x, y) = s0 + b2
∫ x+y

2

x−y
2

∫ x−y
2

0
sn(σ + s, σ − s)dsdσ + q

∫ x−y

0
sn(σ, 0)dσ

+b2
∫ x−y

2

0

∫ σ

0
[2sn(σ + s, σ − s) − sn(σ, s) cosh(bs)]dsdσ

+b3
∫ x+y

2

x−y
2

∫ x−y
2

0

∫ σ+s

σ−s

sn(σ + s, ξ) sinh(b(ξ − σ + s))dξdsdσ,

+2b3
∫ x−y

2

0

∫ σ

0

∫ σ+s

σ−s

sn(σ + s, ξ) sinh(b(ξ − σ + s))dξdsdσ.

(2.12)
The first step of this recursion provides approximate control gain kernels, which are explicit:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

s0(1, y) = −b

2
[− sinh(b(1 − y)) + by cosh(b(1 − y))] − c0 − q,

s0x(1, y) = −b

2
[− cosh(b(1 − y)) + by sinh(b(1 − y))],

s0(1, 1) = s(1, 1) = −b2

2
− c0 − q.

(2.13)

Since k(x, y), s(x, y) ∈ C2(�), the transformation (2.6) is bounded invertible, and there-
fore the system (2.5) with the below designed controller (2.26) dynamically behaves as
Eq. 2.7.

Let us consider systems (2.7) in the state space H = H 1(0, 1) × L2(0, 1) with inner
product given by ∀(f1, g1)

�, (f2, g2)
� ∈ H,

〈(f1, g1)�, (f2, g2)
�〉 =

∫ 1

0
[f ′

1(x)f ′
2(x) + g1(x)g2(x)]dx + f1(1)f2(1). (2.14)

By virtue of the energy function of system (2.7),

E(t) = 1

2

∫ 1

0
(w2

t (x, t) + w2
x(x, t))dx + 1

2
w2(1, t),

we have

Ė(t) = −c0w
2
t (0, t) + wx(1, t)wt (1, t) + w(1, t)wt (1, t).

It is seen that in order to make non-increasing on the sliding surface SW (t) for system (2.7),
which is a closed subspace ofH , it is natural to choose SW (t) = w(1, t) (so wt(1, t) = 0),
i.e.,

SW = {(f, g)� ∈ H|f (1) = 0}. (2.15)
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In this way, Ė(t) = −c0w
2
t (0, t) ≤ 0 on SW , and on SW system (2.7) becomes

⎧
⎨

⎩

wtt (x, t) = wxx(x, t),

wx(0, t) = c0wt(0, t),
w(1, t) = 0.

(2.16)

Write system (2.16) as
d

dt

(
w

wt

)

= A

(
w

wt

)

(2.17)

where A is given by
{

A(f, g)� = (g, f ′′), ∀(f, g)� ∈ D(A),

D(A) =
{
(f, g)� ∈

(
H 2(0, 1) × H 1(0, 1)

)
∩ SW

∣
∣ f ′(0) = c0g(0), g(1) = 0

}
.

(2.18)
By using the Lumer-Phillips theorem, it is direct to see that A generates a C0-semigroup
eAt on SW , that is, for (w(x, 0)), wt (x, 0))� ∈ SW , there exists a unique solution
(w(·, t), wt (·, t))� = eAt (w(·, 0), wt (·, 0))� ∈ C[0, ∞; SW ) to system (2.16) ([21]),
where the norm in SW is induced norm ofH. Moreover, system (2.16) is exponentially sta-
ble in SW , that is, there exist two positive constants MS,ωS > 0 independent of initial value
such that

‖(w(·, t), wt (·, t))�‖H ≤ MSe−ωSt‖(w(·, 0), wt (·, 0))�‖H. (2.19)

Now, we are in a position to seek the finite time reaching condition for target system
(2.7). Define the sliding mode function SW (t) = w(1, t) and differentiate SW (t) formally
with respect to t to obtain

ṠW (t) = wt(1, t) = ut (1, t) −
∫ 1

0
k(1, y)ut (y, t)dy − s(1, 1)(U1(t) + d(t))

+s(1, 0)ux(0, t) +
∫ 1

0
sy(1, y)uy(y, t)dy − b2

∫ 1

0
s(1, y)u(y, t)dy

+b2
∫ 1

0
s(1, y) cosh(by)u(0, t)dy

−b3
∫ 1

0
s(1, y)

∫ y

0
sinh(b(y − ξ))u(ξ, t)dξdy. (2.20)

where we have used the transformation (2.6). Design the feedback controller:

U1(t) = 1

s(1, 1)

{

ut (1, t) −
∫ 1

0
k(1, y)ut (y, t)dy

+s(1, 0)ux(0, t) +
∫ 1

0
sy(1, y)uy(y, t)dy − b2

∫ 1
0 s(1, y)u(y, t)dy

+b2
∫ 1
0 s(1, y) cosh(by)u(0, t)dy − b3

∫ 1
0 s(1, y)

∫ y

0 sinh(b(y − ξ))u(ξ, t)dξdy

}

+U0(t)

(2.21)
where U0 is a new control. Then, we have

ṠW (t) = −s(1, 1)U0(t) − s(1, 1)d(t). (2.22)

Let

U0(t) = −(M0 + η)
SW (t)

|SW (t)| f or SW (t) 
= 0. (2.23)
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Then,

ṠW (t) = s(1, 1)(M0 + η)
SW (t)

|SW (t)| − s(1, 1)d(t) (2.24)

Therefore,

SW (t)ṠW (t) = s(1, 1)(M0 + η)|SW (t)| − s(1, 1)SW (t)d(t) ≤ −η|s(1, 1)||SW (t)| (2.25)

which is just the finite time reaching condition, η is a positive number. Hence, the sliding
mode controller is obtained as

U1(t) = 1

s(1, 1)

{

ut (1, t) −
∫ 1

0
k(1, y)ut (y, t)dy

+s(1, 0)ux(0, t) +
∫ 1

0
sy(1, y)uy(y, t)dy − b2

∫ 1
0 s(1, y)u(y, t)dy

+b2
∫ 1

0
s(1, y) cosh(by)u(0, t)dy−b3

∫ 1

0
s(1, y)

∫ y

0
sinh(b(y−ξ))u(ξ, t)dξdy

}

+(M0 + η)
SW (t)

|SW (t)| .
(2.26)

Under the control (2.26), the closed-loop of the target system (2.7) becomes
⎧
⎪⎪⎨

⎪⎪⎩

wtt (x, t) = wxx(x, t),

wx(0, t) = c0wt(0, t),

wt (1, t) = s(1, 1)(M0 + η)
SW (t)

|SW (t)| − s(1, 1)d(t) � d̃(t), t ≥ 0.
(2.27)

The next result confirms the existence and uniqueness of the solution to Eq. 2.27 and the
finite time reaching condition to the sliding mode surface SW .

Proposition 2.1 Suppose that d is measurable and |d(t)| � M0 for all t � 0, and let SW

be defined by Eq. 2.15. Then for any w(·, 0) ∈ H, SW (0) 
= 0, there exists a tmax > 0 such
that Eq. 2.27 admits a unique solution w ∈ C(0, tmax;H) and SW (t) = 0 for all t � tmax .
Moreover, SW (t) = w(1, t) is continuous and monotone in [0, t0].

Proof Define an operatorA as follows:
{
A(f, g)� = (g, f ′′), ∀(f, g)� ∈ D(A),

D(A) =
{
(f, g)� ∈ H 2(0, 1) × H 1(0, 1)

∣
∣ f ′(0) = cg(0), g(1) = 0

}
.

(2.28)

We claim that A generates a C0-semigroup on H. To this purpose, it suffices to show that
A∗, the adjoint operator ofA, generates a C0-semigroup onH.

A straightforward calculation shows that
{
A∗(ϕ, ψ)� = (−ψ,−ϕ′′), ∀(ϕ, ψ)� ∈ D(A∗),
D(A∗) =

{
(ϕ, ψ)� ∈ H 2(0, 1) × H 1(0, 1)

∣
∣ ϕ′(0) = −cψ(0), ψ(1) = 0

}
.

(2.29)

Take both sides of Eq. 2.27 with (ϕ, ψ)� ∈ D(A∗) to get

d

dt

〈(
w

wt

)

,

(
ϕ

ψ

)〉

H
=
〈(

w

wt

)

, A∗
(

ϕ

ψ

)〉

H

+
〈(−δ′(x − 1) + δ(x − 1)

0

)

d̃(t),

(
ϕ

ψ

)〉

D(A∗)′×D(A∗)
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where D(A∗)′ is the dual of D(A∗) with the pivot space H. Then, system (2.27) can be
written as

d

dt

(
w

wt

)

= A
(

w

wt

)

+ Bd̃(t), B =
(−δ′(x − 1) + δ(x − 1)

0

)

(2.30)

and δ(·) is the Dirac disturbance.
Wemay suppose without loss of generality thatw(1, 0) > 0 since the proof forw(1, 0) <

0 is similar. In this case, it follows from Eq. 2.27 that

d̃(t) = s(1, 1)(M0 + η) − s(1, 1)d(t). (2.31)

LetA be defined by Eq. 2.28. For any (f, g)� ∈ D(A), we have

Re〈A(f, g)�, (f, g)�〉H =
∫ 1

0
[g′(x)f ′(x)+f ′′(x)g(x)]dx+g(1)f (1) = −c|g(0)|2 ≤ 0.

(2.32)
So, A is dissipative. Since by later (2.38), 1 ∈ ρ(A), the resolvent set of A, it follows
that A generates a C0-semigroup of contractions eAt on H by the Lumer-Phillips theorem
([21, Theorem 4.3, p.14]).

Consider the dual system of Eq. 2.30 ,

⎧
⎨

⎩

w∗
t t (x, t) = w∗

xx(x, t), x ∈ (0, 1), t > 0
w∗

x(0, t) = cw∗
t (1, t), w

∗
t (1, t) = 0, t ≥ 0

y(t) = w∗
x(1, t) + w∗(1, t),

(2.33)

We may consider, without loss of generality, the real solution of Eq. 2.33 only. Let

E(t) = 1

2

∫ 1

0

[
w∗2

x (x, t) + w∗2
t (x, t)

]
dx + 1

2
w∗2(1, t), (2.34)

and

ρ(t) =
∫ 1

0
xw∗

x(x, t)w∗
t (x, t)dx (2.35)

Then, E(t) ≤ E(0) and |ρ(t)| ≤ E(t) for all t ≥ 0. Differentiate ρ(t) with respect to t to
yield

ρ̇(t) = 1

2
w∗

x(1, t) − E(t) + 1

2
w∗2(1, t). (2.36)

We thus have

∫ T

0

[
w∗

x(1, t) + w∗(1, t)
]2

dt ≤ 2
∫ T

0

[
w∗2

x + w∗2(1, t)
]
dt ≤ 4(T + 2)E(0). (2.37)
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A straightforward computation shows that ([22, p. 141–142])

(I − A∗)−1
(

f

g

)

=

⎛

⎜
⎜
⎝

C1e
x + C2e

−x − 1

2

∫ x

0 (ex−s − e−(x−s))(f (s) + g(s))ds

C1e
x + C2e

−x − 1

2

∫ x

0 (ex−s − e−(x−s))(f (s) + g(s))ds − f

⎞

⎟
⎟
⎠

B∗(I − A∗)−1
(

f

g

)

= 2C1e −
∫ 1

0
(e1−s − e−(1−s))(f (s) + g(s))ds, ∀

(
f

g

)

∈ H,

(
C1
C2

)

=
(

c − 1 c + 1
e e−1

)−1
⎛

⎝
cf (0)

f (1) + 1

2

∫ 1

0
(e1−s − e−(1−s))(f (s) + g(s))ds

⎞

⎠(2.38)

which shows that B∗(I −A∗)−1 is bounded onH. This, together with Eq. 2.37, shows that
B∗ is admissible for the C0-semigroup eA

∗t
generated by A∗ ([23, Theorem 4.4.3, p.127]).

Therefore, system (2.30) admits a unique weak solution.
Moreover, for any T > 0, there exists a constant CT > 0 such that [24]

‖(w(·, t), wt (·, t))�‖H ≤ CT [‖(w(·, 0), wt (·, 0))�‖H + ‖d̃‖L2(0,T )], ∀t ∈ [0, T ]. (2.39)

Now, for d̃ defined by Eq. 2.31, since H 1
0 (0, T ) is dense in L2(0, T ), take d̃n ∈ H 1

0 such
that

lim
n→∞ ‖d̃n − d̃‖L2(0,T ) = 0. (2.40)

Let (wn(·, t), wnt (·, t))� be the solution of Eq. 2.30 corresponding to d̃n, and the initial
value (wn(·, 0), wnt (·, 0))� ∈ D(A) (D(A) is dense inH) where

lim
n→∞ ‖(wn(·, 0), wnt (·, 0))� − (w(·, 0), wt (·, 0))�‖H = 0 (2.41)

It follows from Eq. 2.39 that

lim
n→∞ ‖(wn(·, t), wnt (·, t))� − (w(·, t), wt (·, t))�‖H = 0 (2.42)

uniformly in t ∈ [0, T ]. By proposition 4.2.1 of [23, p. 120], we know that
(wn(·, t), wnt (·, t))� is the classical solution of Eqs. 2.30 or 2.27. Consequently,

wnt (1, t) = d̃n(t) or wn(1, t) = wn(1, 0) +
∫ t

0
d̃n(τ )dτ. (2.43)

Passing to the limit as n → ∞ in above equality, we obtain

w(1, t) = w(1, 0) +
∫ t

0
d̃(τ )dτ, ∀t ∈ [0, T ]. (2.44)

Since T is arbitrary, we see that SW (t) = w(1, t) to Eq. 2.27 with d̃ defined by Eq. 2.31 is
continuous in (0,∞) for any initial value in the state space. Furthermore, owing to Eq. 2.44,
it has

SW (t) = w(1, t)=w(1, 0)+
∫ t

0
d̃(τ )dτ =w(1, 0)+

∫ t

0
[s(1, 1)(M0 + η)−s(1, 1)d(t)] ds

≤ w(1, 0) − ηt |s(1, 1)|. (2.45)

It is seen that SW (t) is decreasing in t . Since w(1, 0) > 0, there exists some t0 > 0 such
that w(1, t) > 0 for t ∈ [0, t0) and w(1, t) = 0 for all t ≥ t0. This completes the proof.
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Remark 2.1 When w(1, 0) < 0, Eq. 2.45 becomes

SW (t) = w(1, t)=w(1, 0)+
∫ t

0
d̃(τ )dτ =w(1, 0)+

∫ t

0
[−s(1, 1)(M0+η)−s(1, 1)d(t)] ds

≥ w(1, 0) + ηt |s(1, 1)|.
In this case, SW (t) is a continuous increasing function, and hence, there exists some t0 > 0
such that w(1, t) < 0 for t ∈ [0; t0) and w(1, t) = 0 for all t ≥ t0. In particular, if
w(1, 0) = SW (0) = 0, then t0 = 0.

Returning back to the system (2.5) under the transformation (2.6), feedback control
(2.26), we obtain the main result of this section from Proposition

Theorem 2.1 Suppose that d is measurable and |d(t)| � M0 for all t � 0, and let SU be
the sliding mode function given by

SU(t) = u(1, t) −
∫ 1

0
k(1, y)u(y, t)dy −

∫ 1

0
s(1, y)ut (y, t)dy. (2.46)

Then, for any (u(·, 0), ut (·, 0))� ∈ H, SU(0) 
= 0, there exists a tmax > 0 such that the
closed-loop system of Eq. 1.1 under the feedback control (2.26)

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

utt (x, t) = uxx(x, t) − αx(x, t),

ux(0, t) = α(0, t) − qut (0, t),

ux(1, t) = 1

s(1, 1)

{

ut (1, t) −
∫ 1

0
k(1, y)ut (y, t)dy

+s(1, 0)ux(0, t) +
∫ 1

0
sy(1, y)uy(y, t)dy − b2

∫ 1
0 s(1, y)u(y, t)dy

+b2
∫ 1

0
s(1,y) cosh(by)u(0, t)dy−b3

∫ 1

0
s(1, y)

∫ y

0 sinh(b(y−ξ))u(ξ, t)dξdy

}

+(M0 + η)
SW (t)

|SW (t)| + d(t).

αxx(x, t) − b2α(x, t) + b2ux(x, t) = 0,
αx(0, t) = 0,

α(1, t) = −b

∫ 1

0
sinh(b(1 − s))ux(s, t)ds

(2.47)
admits a unique solution (u, ut ) ∈ C(0, tmax;H) and SU(t) = 0 for all t � tmax . On the
sliding mode surface SU(t) = 0, the system (1.1) becomes

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

utt (x, t) = uxx(x, t) − αx(x, t),

ux(0, t) = α(0, t) − qut (0, t),

u(1, t) −
∫ 1

0
k(1, y)u(y, t)dy −

∫ 1

0
s(1, y)ut (y, t)dy = 0,

αxx(x, t) − b2α(x, t) + b2ux(x, t) = 0,
αx(0, t) = 0,

α(1, t) = −b

∫ 1

0
sinh(b(1 − s))ux(s, t)ds

(2.48)

hence is exponentially stable inH with the decay rate −c.
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3 Concluding Remarks

In this paper, we deal with the stabilization of a shear beam system which has distur-
bance on the input boundary. The sliding mode approach is adopted. By SMC approach,
we can remove the restriction of the disturbance and the rejection of the disturbance can be
achieved. The existence and uniqueness of the solution for the closed-loop system by SMC
are proved. The reaching condition is presented without differentiation of the sliding mode
function for which it may not exist for the weak solution of the closed-loop system.

Acknowledgements This work was supported by the National Natural Science Foundation of China, the
Scientific Research Project of Beijing Municipal Commission of Education (grant no. KM 201511232018)

References

1. Han SM, Benaroya H, Wei T. Dynamics of transversely vibrating beams using four engineering
theories. J Sound Vib 1999;225:935–C988.

2. Guo BZ, Jin FF. The active disturbance rejection and sliding mode control approach to the stabilization
of Euler-Bernoulli beam equation with boundary input disturbance. Automatica 2013;49:2911–2918.

3. Vazquez R, Rubio-Sierra FJ, Stark RW. Multimodal analysis of force spectroscopy based on a transfer
function study of micro-cantilevers. Nanotechnology 2007;18:185–504.

4. de Queiroz MS, Dawson DM, Agarwal M, Zhang F. Adaptive nonlinear boundary control of a flexible
link robot arm. IEEE Trans Robot Autom 1999;15:779–787.

5. de Queiroz MS, Dawson DM, Nagarkatti SP, Zhang F. Lyapunov-based control of mechanical systems.
Boston: Birkhauser; 2000.

6. Kim JU, Renardy Y. Boundary control of the Timoshenko beam. SIAM J Control Optim 1987;25:1417–
1429.

7. Luo ZH, Guo BZ, Morgul O. Stability and stabilization of infinite dimensional systems with
applications. Berlin: Springer-Verlag; 1999.

8. Morgul O. Dynamic boundary control of the Timoshenko beam. Automatica. 1992;28:1255–1260.
9. Krstic M, Guo BZ, Balogh A, Smyshlyaev A. Control of a tip-force destabilized shear beam by

observer-based boundary feedback. SIAM J Control Optim 2008;47:553–574.
10. Luo ZH, Guo BZ. Shear force feedback control of a single link flexible robot with revolute joint. IEEE

Trans Automat Control 1997;42:53–65.
11. Cheng MB, Radisavljevic V, Su WC. Sliding mode boundary control of a parabolic PDE system with

parameter variations and boundary uncertainties. Automatica 2011;47:381–387.
12. Guo BZ, Jin FF. Sliding mode and active disturbance rejection control to the stabilization of anti-stable

one-dimensional wave equation subject to boundary input disturbance. IEEE Trans Automat Control
2013;58:1269–1274.

13. Guo BZ, Jin FF. The active disturbance rejection and sliding mode control approach to the stabiliza-
tion of Euler-Bernoulli beam equation with boundary input disturbance. Automatica 2013;49:2911–
2918.

14. Guo BZ, Liu JJ. Sliding mode and active disturbance rejection control to the stabilization of one-
dimensional Schrödinger equation subject to boundary control matched disturbance. Int J Robust
Nonlinear Control 2014;24:2194–2212.

15. Han JQ. From PID to active disturbance rejection control. IEEE Trans Ind Electron 2009;56:900–906.
16. Vincent J, Morris D, Usher N, Gao Z, Zhao S, Nicoletti A, Zheng Q. On active disturbance rejec-

tion based control design for superconducting RF cavities. Nucl Inst Methods Phys Res A 2011;643:
11–16.

17. Guo BZ, Zhao ZL. On the convergence of extended state observer for nonlinear systems with
uncertainty. Syst Control Lett 2011;60:420–430.

18. Guo BZ, Kang W. The Lyapunov approach to boundary stabilization of an anti-stable one-dimensional
wave equation with boundary disturbance. Int J Robust Nonlinear Control 2014;24:54–69.

19. Pisano A, Orlov Y, Usai E. Tracking control of the uncertain heat and wave equation via power-
fractional and sliding-mode techniques. SIAM J Control Optim 2011;49:363–382.

20. Smyshlyaev A, Krist M. Closed form boundary state feedbacks for a class of 1-D partial integro-
differential equations. IEEE Trans Automat Control 2004;49:2185–2202.



128 Jun-Jun Liu et al.

21. Pazy A. Semigroups of linear operators and applications to partial differential equations. New York:
Springer-Verlag; 1983.

22. Polyanin AD, Zaltsev VF. Handbook of exact solutions for ordinary differential equation. Boca Raton,
FL: CRC Press; 1995.

23. Tucsnak M, Weiss G. Observation and control for operator semigroups. Birkhauser: Basel; 2000.
24. Weiss G. Admissibility of unbounded control operators, SIAM. J Control Optim 1989;27:527–545.


	Sliding Mode Control to Stabilization of Destabilized Shear Beam
	Abstract
	Introduction
	Sliding Mode Control Approach
	Concluding Remarks
	Acknowledgements
	References


